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Despite a tremendous growth in Internet traffic, capacity and services, QoS support is still missing in the global Internet as well as at smaller installments like corporate WANs. Therefore, high-quality real time services such as voice and video conferencing, VOD, Webcast and bandwidth on demand are not deployed at large scale. Current service quality support in converged networks is based on bandwidth over-provisioning and uniform definition of few traffic classes. A quasi-static provisioning of network elements (via network management or signaling) using DiffServ, MPLS or ATM VPs may be used for further improvements. Complexities, limited scalability and lack of a QoS routing limit the usability of these solutions to coarse traffic engineering. While per-flow reservation has been discussed in the literature as a conceptually straightforward QoS solution it is usually looked at as an even more impractical, non-scalable and higher cost solution.

Today high-end routers handle traffic volumes of up to terabits per seconds, which can be translated to millions of simultaneous short-lived voice and video sessions. However, current signaling technologies handle only hundreds (possibly thousands) connections per second and the (largely unused) signaling capability of routers cannot provide per-flow on-demand resource reservation. This limits the use of connection establishment to aggregate traffic engineering, which is hard to define and manage, and may not provide the full-required solution. This implies a basic gap. Today call establishment mechanisms cannot scale to support per-flow reservation that is conceptually a simple QoS solution. In order to solve this limitation, there is an on-going effort to reduce the required reservation rate by developing complex hierarchical aggregation schemes and multiplexing concepts. This also complicates the simple reservation idea and fails to provide a full solution.

This talk proposes a vast acceleration of signaling via hardware implementation. Similar to the transition from software to hardware packet switching that was the enabler of converged high-speed packet networking, the introduction of hardware assisted signaling and QoS routing functions may be the missing link to achieve full QoS support and the ultimate converged IP network.

First, we introduced a sample design termed Keep-It-Simple Signaling (KISS), optimized for hardware signaling of unicast connections, which dominate the present world of real time services. Efforts have been invested to scale up the rate of software signaling like RSVP. However, this optimization (minimize operations per setup) does not lead to efficient hardware implementation (minimize complexity/space). We show, that backbone routers, can process KISS messages at a rate where fine grain application-initiated resource reservations is feasible. While standard-signaling stacks may also be ported to hardware, designing a hardware optimized example highlights the required components (recall ATM architectural contribution to hardware packet switch design). 

Finally, another important task in scaling the rate of connection establishment is call routing. Call establishment signaling should be carried along an appropriate path(s). ATM addresses this problem using source routing that requires frequent route computation (helped by route caching and pre-computation). In IP this problem is still open and past proposals have not been widely adopted yet. While source routing can also be used for IP signaling it requires major changes and makes migration harder. Alternatively, the hardware signaling may easily allow parallel (and sequential) setups trials so that the precision requirements placed on QoS routing are further relaxed. We present several known ideas for such signaling extensions. 
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